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MapQuant: Open-source software for large-scale

protein quantification
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Whole-cell protein quantification using MS has proven to be a challenging task. Detection effi-
ciency varies significantly from peptide to peptide, molecular identities are not evident a priori,
and peptides are dispersed unevenly throughout the multidimensional data space. To overcome
these challenges we developed an open-source software package, MapQuant, to quantify com-
prehensively organic species detected in large MS datasets. MapQuant treats an LC/MS experi-
ment as an image and utilizes standard image processing techniques to perform noise filtering,
watershed segmentation, peak finding, peak fitting, peak clustering, charge-state determination
and carbon-content estimation. MapQuant reports abundance values that respond linearly with
the amount of sample analyzed on both low- and high-resolution instruments (over a 1000-fold
dynamic range). Background noise added to a sample, either as a medium-complexity peptide
mixture or as a high-complexity trypsinized proteome, exerts negligible effects on the abundance
values reported by MapQuant and with coefficients of variance comparable to other methods.
Finally, MapQuant’s ability to define accurate mass and retention time features of isotopic clus-
ters on a high-resolution mass spectrometer can increase protein sequence coverage by assigning
sequence identities to observed isotopic clusters without corresponding MS/MS data.
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1 Introduction

Knowing the quantities of proteins in a biological system is
crucial to understanding post-transcriptional events [1, 2]
including translational efficiency, post-translational mod-
ifications, and turnover. Now that whole-cell proteome anal-
ysis has become routine [3, 4], the need for protein quantifi-
cation software has become increasingly apparent. While
earlier methods involved the quantification of excised 2-D

protein gel spots [1, 5], current methods employ chromato-
graphic separation methods coupled to MS. The latter are
almost exclusively relative quantification methods and
require simultaneous injections of the samples to be com-
pared into the spectrometer and they involve some sort of
stable-isotope labeling [6, 7]. Recent studies, however, have
shown that relative quantification can be carried out as
separate injections with spiked in standards [8]. Although
chromatographic separation methods coupled to MS have
proven to be more easily automated, the identification and
quantification of the signal acquired from tryptic peptides of
a small bacterial proteome, comprising ,105 isotopic clus-
ters has proven to be a desirable, but problematic goal. This
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is because the detection efficiency varies significantly from
peptide to peptide, molecular identities are not evident
a priori, and peptides are dispersed unevenly throughout the
multidimensional separations. Currently available quantifi-
cation software packages either are driven by sequencing
data (http://msquant.sourceforge.net), or fail to approach
quantification in a systematic manner that addresses over-
lapping peaks and intertwined isotopic clusters [9].

Accordingly, we have developed open-source software,
MapQuant, which, given large amounts of MS datasets, is
designed to quantify as many organic species in the sample
as possible. In this study, we show that MapQuant can
quantify tryptic peptides of single-protein, medium-com-
plexity, and proteome-complexity samples. Issues of linear
response, ionization suppression, protein coverage and var-
iance across replicates are addressed.

2 Materials and methods

2.1 Data acquisition

The tryptic peptide samples used in this study were pur-
chased from Michrom BioResources and included BSA
(PTD/00001/15), chicken conalbumin (PTD/00001/21),
bovine lactoperoxidase (PTD/00001/27), Eschericchia coli
tryptophanase (PTD/00001/38), human acid glycoprotein
(PTD/00001/41), rabbit aldolase (PTD/00001/45), and yeast
phosphoglucose isomerase (PTD/00001/50). The angio-
tensin mixture used was also purchased from Michrom
BioResources (910/00002/02). The tryptic digests were
diluted in 95% water/5% ACN/0.1% formic acid.

For the LC/MS experiments performed on the low-reso-
lution mass spectrometer, samples were subjected to nano-
flow RP chromatography coupled to mass spectrometric
detection. The HPLC system consisted of a gradient pump
(ThermoElectron, Waltham, MA), and autosampler (LC
Packings; San Francisco, CA) and an LCQ Deca XP1 ITmass
spectrometer (ThermoElectron). The column was a laser-
pulled fused silica capillary (75 mm id) packed in-house with
15 cm of Magic C18 (5 mm 200 Å AQ-type) resin. For the RP
chromatography, buffer A was 0.1% formic acid in HPLC
gradewater (Burdick and Jackson) and buffer B was
0.1% formic acid in HPLC/ACS grade ACN (Burdick and
Jackson). The chromatographic gradient employed was lin-
ear: from 5–35% B over 130 min with a flow rate of 85 mL/
min and from 35–95% B over 30 min with a flow rate of
125 mL/min. For the calibration dataset, 1, 3.3, 10, 33, 100,
333 and 1000 fmoles of BSA tryptic peptides were used. The
dataset addressing ionization suppression was acquired on
the same low-resolution mass spectrometer mentioned
above; each data point contained 100 fmoles of BSA tryptic
peptides with increasing amounts of a mixture containing
tryptic peptides from chicken conalbumin, bovine lactoper-
oxidase, E. coli tryptophanase, human acid glycoprotein,
rabbit aldolase, and yeast phosphoglucose isomerase, all in

equimolar concentrations. In the low-resolution experi-
ments, signal acquisition for each data point was carried out
four times: three times in full profile mode (m/
z interval = 0.067) with a signal acquisition method that
included one MS/MS scan per MS scan, for quantification
purposes (q-experiments), and once in centroid mode with a
signal acquisition method that included five MS/MS scans
per MS scan, for sequencing purposes (s-experiments). The
LC/MS experiments on the low-resolution spectrometer gave
rise to ,3500 MS scans of data acquisition per injection.

For the LC/MS experiments on the high-resolution mass
spectrometer, samples were subjected to a similar procedure
as above except that the chromatography column was
changed to 125 mm id and packed with 18 cm of RP material
and a steeper liner chromatography gradient was employed:
from 9–33% B over 50 min with a flow rate of 90 mL/min and
from 33–100% B over 1 min with a flow rate of 180 mL/min.
Buffer A was 3% ACN/0.1% formic acid and buffer B was
95% ACN/0.1% formic acid. The spectrometer used was a
hybrid linear IT/FTICR mass spectrometer (LTQ-FT; Ther-
moElectron). For the calibration dataset, 0.2, 0.66, 2, 6.6, 20,
66.6 and 200 fmoles of BSA tryptic peptides were used. The
signal acquisition method for each data point was carried out
in triplicate and included the acquisition of two MS/MS de-
pendent scans in centroid mode for each MS scan in full
profile mode (average m/z interval = 0.0048). The files
acquired were used for both quantification and sequencing
purposes (qs-experiments). Given the steeper chromato-
graphic gradients employed, these LC/MS experiments gave
rise to ,1300 MS scans of data acquisition per injection.

All calibration experiments were run from low to high
concentrations to minimize carryover effects, and dynamic
exclusion was employed in experiments where MS/MS scans
were acquired to reduce redundancy in MS/MS data.

2.2 Extraction of LC/MS data

We used an application programming interface provided by
the manufacturer of the mass spectrometer to extract the LC/
MS data into a novel data structure that we termed OpenRaw.
Briefly, an OpenRaw data structure contains archives of ‘full
scan’ mass spectra (MS), higher order CID spectra (MSn),
and global information about the specific experiment. A
more detailed description of this platform-independent file
format can be found in Suppl. Text 1 and Suppl. Fig. 1.

2.3 Data analysis using MapQuant

2.3.1 Overview of MapQuant

MapQuant is a program designed to isolate unique organic
species and quantify their relative abundances from an LC/
MS experiment. In this study, we propose a novel quantifi-
cation method to perform this analysis. Data from an LC/MS
experiment is analyzed after being formatted into a data
structure called a 2-D map, analogous to a grayscale image. A
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Figure 1. A detailed look at an isotopic cluster that was acquired
on a low-resolution spectrometer (LCQ) as it is visualized as a 2-D
map. The x-axis and y-axis of this noise-filtered 2-D map repre-
sent the chromatography and MS dimensions, respectively. Sec-
tions of the 2-D map, such as relevant mass spectrum and mass
chromatogram are also shown (represented as cross-sections). A
contour plot of the 2-D map is shown in the inset.

2-D map is stored and manipulated as a matrix whose rows
and columns represent scans and m/z bins, respectively. The
2-D map of a tryptic peptide from BSA is shown in Fig. 1.
The separation dimensions are considered orthogonal since
they describe two independent properties of the peptides:
mass and hydrophobicity. The advantage of this visualization
method is that the experimentalist gets a global view of the
species present in the sample. Although the concept of a 2-D
map is not novel, it has only just started to be considered as
the primary data structure for quantification [9] and visuali-
zation [10]. Commercial software packages such as MSView
[8], Spectromania [11] and MosaiquesVisu [12] and the free
software MSight [13] are available for dealing with large
numbers of mass spectrometric data, however the methods
employed are either not transparent enough or not open-
source.

Given MS data in OpenRaw file format, MapQuant out-
puts a list of candidate organic species and their integrated
signal abundances. A simple analogy is to traditional chro-
matography peak integration algorithms, except that Map-
Quant works in three dimensions (time, m/z, and intensity)
and is designed specifically for the concerns unique to mass
spectral data at various levels of resolution and accuracy. The
following steps are implemented in order to achieve the
above goal: (1) smoothing by convolution, (2) watershed
segmentation, (3) peak finding and peak fitting, (4) peak
clustering, and (5) peak refining (i.e. deconvolving by fitting
and subtracting) and deisotoping.

Algorithms were implemented as MapQuant functions
using ANSI C and a command-line user interface (MQPar-
ser) was developed using bison (http://www.gnu.org/soft-

ware/bison/bison.html). MapQuant functions can be
assembled into scripts, readable by the MQParser. All
MQParser function syntax is documented at http://are-
p.med.harvard.edu/mqparser_functions.html. MapQuant
also includes 2-D map, mass spectrum, and mass chromato-
gram visualization capabilities.

2.3.2 Definitions and data structures

Experiment is the data structure that holds information about
a single LC/MS experiment, including the associated reten-
tion times of its constituent scans, and the mass spectro-
meter’s m/z sampling capabilities.

Scan is the sampling unit in the chromatography di-
mension, referring to one mass spectrum. Each scan has an
associated retention time.

Mass bin is the sampling unit of the mass spectrometer
when measuring the m/z of the produced ions.

2-D map is a matrix whose rows and columns coincide
with the intensity values of mass spectra and mass chromato-
grams of the LC/MS experiment at particular retention time
values and m/z values, respectively (Fig. 2).

Figure 2. Illustration of the definitions surrounding the concept
of a 2-D map. As seen in the figure, a 2-D map can also describe a
fraction of an experiment, indicated by the shaded rectangle. A
2-D map is defined by scan boundaries (e.g. 210–875) and by
mass bin boundaries (e.g. 430–1240). Any column of a 2-D map is
defined as a mass spectrum at a particular scan, and any row is
defined as a mass chromatogram at a particular mass bin. Posi-
tions of data points in a 2-D map can be addressed in three dif-
ferent ways: (a) Using sampling coordinates, where position is
given in scan and mass bin units that refer to the experiment as a
whole, (b) using physical coordinates, where position in the 2-D
map is described in time units and m/z units, and (c) using index
coordinates, where position is given as the indices of the matrix
that describes the corresponding 2-D map. Sampling and index
coordinates are important in the description of the implementa-
tion of the algorithms used.
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Figure 3. Illustration of data structures and concepts required for
the understanding of the algorithms. A segment map is a 2-D
map that contains all the data points belonging to a segment as a
result of performing the operation of watershed segmentation on
a parent 2-D map. A peak group is defined as a cluster of fitted
peaks (centroids shown as red circles) that can represent candi-
date co-eluting isotopic clusters. A peak group map is the mini-
mum 2-D map needed for fitting the estimated number of iso-
topic clusters that a peak group might contain. A peak group map
may also contain ”extra” peaks that do not belong to the corre-
sponding peak group. This can happen if such fitted peaks (e.g.
peak in the blue segment map and on the right of the peak group)
slightly overlap with any of the peaks in the corresponding peak
group and thus forced in the same segment. Moreover, peak
groups may contain peaks that are unevenly spaced, as shown in
the figure, indicating the presence of more than one isotopic
cluster in the corresponding peak group.

Segment map is defined as a region of a parent 2-D map
upon which the operation of segmentation was performed.
Segmentation is performed to partition the map signal into
tractable segments (Fig. 3).

Peak is a local maximum in the 2-D map.
Fitted peak (FPeak) is a peak that has been fitted to a par-

ticular mathematical model, e.g. a 2-D Gaussian.
Isotopic cluster is a group of peaks that represents the

isotopic variants of a molecular species.
Peak group is the cluster of fitted peaks that represents

candidate co-eluting isotopic clusters (Fig. 3).
Peak group map is the minimal 2-D map needed to fit the

estimated number of isotopic clusters that a peak group
might contain (Fig. 3).

2.3.3 Algorithms

2.3.3.1 Smoothing by convolution and other noise

reduction algorithms

Since MS data are usually quite noisy, especially in the chro-
matography dimension, noise filters were applied. More
specifically, smoothing algorithms were applied to facilitate
the detection of all local maxima (peaks) found in the 2-D
map. Smoothing was implemented using convolution [14].
Preset convolution functions that can be applied by Map-
Quant include box-car, Gaussian, and Savitzky-Golay [14]. In
this study for the low-resolution spectrometer a Gaussian

filter was applied in the retention time dimension. The width
of the Gaussian filter was chosen to have approximately the
same SD as the average SD of the peaks observed. One way to
estimate the average standard deviation of peaks is to run
MapQuant in the interactive mode. The average SD of peaks
can be safely assumed not to change significantly among LC/
MS runs of the same dataset since it is highly dependent on
the chromatographic gradient. Additionally, morphological
image operations such as opening and closing [15] were also
used for noise filtering.

2.3.3.2 Watershed segmentation

Because fitting all peaks in a 2-D map simultaneously is
computationally too expensive, we segmented the map using
the watershed segmentation algorithm [16]. The function
implementing this algorithm returns a 2-D labeled non-
grayscale map that has the form of a mosaic, which, along
with the noise-filtered 2-D-map from the previous step and
information about the rectangular circumscribed boundaries
of the segment (Fig. 3), can be used to cut out a so-called
segment map (Fig. 4). Peaks that are well resolved are con-
fined into individual segment maps whereas overlapping
peaks are confined into common segments. The latter is
possible through a morphological opening operation of the
noise-filtered 2-D-map prior to segmentation. Confining
overlapping peaks to the same segment is required for
downstream peak fitting since peaks are fitted simulta-
neously in order to get an accurate value on their abundance
(Suppl. Fig. 2).

Figure 4. Operation of watershed segmentation on a 2-D map.
This algorithm is utilized to divide the noise-filtered map in non-
overlapping regions so that fitting individual peaks becomes less
computationally intensive. The product of segmentation is a 2-D
map called labeled map where each data point is given a seg-
ment number, which it belongs to (indicated by different shades).
The labeled map can be used as a guiding mask to extract the
data points needed for a particular segment, thus creating a seg-
ment map as described in Fig. 3.
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2.3.3.3 Peak finding and peak fitting

After segmenting the global 2-D map, the goal of peak find-
ing and peak fitting becomes computationally tractable. A
peak detection algorithm described below was applied to find
local maxima in every segment map. The positions of the
local maxima were then used as seeds for the curve-fitting
algorithm. The peak detection algorithm uses concepts from
mathematical morphology such as the structuring element
[15]. A structuring element can be considered a small binary
image N that an image operator ^ can take as input along
with the image of interest I, resulting in a binary image T as
shown in Eq. 1.

T = I ^ N (1)

In structuring element N, the sub-element Ni has a value of 1
if it is to be taken into account in deciding which points
neighboring each data point in the 2-D map are to be
included in the image operation.

A data point sk in the 2-D map is considered a local max-
imum only if tk is equal to 1 (Eq. 2).

tk ¼ 1 if
P

i
Lðsk; skNiÞ

� �
¼ Nj j;

0 otherwise:

8<
: (2)

Where Lðp; qÞ ¼ 1 if p � q;
0 otherwise:

�
and Nj j ¼

X
i

Ni. To avoid

detecting pseudo-peaks due to noise, an abundance thresh-
old was set for all points in the structuring element. Map-
Quant allows local determination of this threshold based on
the mean or median and standard deviation of the 2-D map,
with or without considering zero values. The abundance
threshold for the datasets in this study was set to the median
plus two or three average absolute deviations from the me-
dian depending on the spectrometer. Candidate peaks are
compiled into a list and are fitted as a sum of curves described
by a mathematical equation. In a segment map, if there are n
candidate peaks, and if each peak is chosen to be fitted as
curve C, then the whole segment-map would be fitted as
Xn

i

Ci. We chose to fit each curve with a 2-D Gaussian, refer-

red to from now on as the gaussioid curve (Eq. 3), i.e. a
bivariate function depending on retention time (r) and m/z
(m) as described by the curve

f ðm; r;A; r0;m0;sm;srÞ ¼
A

2psmsr
e
� r�r0ð Þ2

2s2
r e

� m�m0ð Þ2

2s2
m (3)

There are five parameters to be fitted per peak: abundan-
ce (A), retention-time centroid (ro), m/z centroid (mo), the SD
of the Gaussian in the retention time dimension (sr), and
finally the SD of the Gaussian in the m/z dimension (sm).
The method used for peak fitting is non-linear least squares

method [14]; it is a minimization method using steepest
descent. It requires knowledge of the first derivative for each
of the parameters to be fitted.

Finally, to address asymmetric chromatographic peak
profiles the choice of fitting peaks with the exponentially
modified Gaussian (EMG) curve in the chromatographic di-
mension of the 2-D Gaussian was made available. The EMG
curve was chosen as it has been shown to be the best ana-
lytical fit for asymmetric chromatographic peak profiles [17].
In the examples shown in this study only the simple 2-D
Gaussian was chosen for reasons of simplicity since the
chromatographic peak profiles were mostly symmetric
(Fig. 5b and data not shown).

More refined peak finding and peak fitting was required
on segment maps of datasets of the low-resolution spec-
trometer (LCQ), but not of the high-resolution spectrometer
(LTQ-FT). The algorithm employed (Suppl. Text 2) involved
an iteration of subtraction and residual fitting based on pre-
viously estimated peak widths. The above algorithm depends
on knowledge of peak widths that we have calculated from
isotopic clusters of known charge. Peak widths on the low-
resolution spectrometer were found to be dependent on the
charge state of the peptide rather than its m/z value. The
following values were calculated and fed to the algorithm:
For 11 peptides 0.22 6 0.06, for 12 peptides 0.17 6 0.03 and
for 13 peptides 0.14 6 0.03 m/z units. Peptides with a 14
charge could not be resolved by this method and could not be
verified by SEQUEST.

2.3.3.4 Peak clustering

To assign fitted peaks to isotopic clusters we partitioned the
peaks into data structures called peak groups using single
linkage clustering. Peak groups represent co-eluting peaks
and might consist of one or more possible isotopic clusters.
The position of peaks belonging to an isotopic cluster is
constrained, i.e. they must be co-eluting and cannot be sepa-
rated by .1 m/z unit (maximum distance defined by pep-
tides with charge 11). We use these constrains to call peak
groups.

2.3.3.5 Deconvolve and fit isotopic carbon peaks

In this algorithm we assume that each peak group represents
one or more isotopic clusters. Accordingly, we devised an al-
gorithm for sequential prediction of each isotopic cluster by
analyzing fitted peaks based on increasing m/z. The peaks
that are candidates for an isotopic cluster are fitted using a
binomially distributed sum of 2-D Gaussians as a bivariate
function of retention time (r) and m/z (m).

f ðm; r;A; r0;m0;sm;sr; c; zÞ ¼ A
X

i

Bði; c; pÞ
2psmsr

e
� r�r0ð Þ2

2s2
r e

�
m� m0þ i

zð Þð Þ2

2s2
m (4)

The function in Eq. 4 describes a binomially-distributed sum
of 2-D Gaussians. The shape of the curve is defined by seven
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Figure 5. MapQuant view of a magnified area of a 2-D map (after
noise filtering) (a) representing the peptide R.QLLLTADDR.V in its
12 state, along with the corresponding mass chromatogram (b)
and mass spectrum (c) as defined by the crossing red lines. The
isotopic clusters found by MapQuant are plotted as red points
accompanied by a number representing their charge state.
Sequence identification of the isotopic clusters is carried out by
plotting the coordinates of sequenced MS/MS events, for exam-
ple peptide R.QLLLTADDR.V in its 12 charge state. If there are
more than one MS/MS event representing the same scoring
sequence, the median retention time coordinate of the peptide is
calculated (green point). Around this point a tolerance window
(green rectangle) is used in the 2-D map to search for isotopic
clusters found inside its boundaries that agree on the charge
state and thus assigning an abundance value to a sequence. In
the corresponding mass chromatogram (a) and mass spec-
trum (b) the fitted isotopic cluster is shown in green in contrast to
the observed shown in red. The individual isotopic peaks com-
posing the fitted isotopic envelope are shown in black.

parameters, the total abundance of the isotopic cluster (A),
the retention-time centroid (ro) and the m/z centroid (mo) of
the monoisotopic peak, the SD of the Gaussian in the reten-

tion time dimension (sr) and the m/z dimension (sm), both
assumed to be common among the peaks of the isotopic
cluster, the charge state of the peptide (z) and finally

Bði; c; pÞ ¼ c
i

� �
pc�ið1 � pÞi which describes the binomial

distribution. In the binomial distribution expression c is the
total number of carbons in the molecule and p the natural
isotopic abundance of carbon-13. The algorithm used in this
step can be divided into two parts that are iterated until all
fitted peaks are distributed into isotopic clusters:

1a. Guess the most likely subset of fitted peaks in a peak
group that can form a potential isotopic cluster. This is the step
where possible charge-states are determined (Suppl. Fig. 3).

1b. Substitute those peaks with a binomially distributed
gaussioid curve by estimating its carbon content.

2. Refit the peak-group map with Eq. 5 to get a better
estimate of the number of carbons and the total abundance
of the isotopic cluster. In Eq. 5, m denotes the number of
single gaussioid curves C (Eq. 3) that do not belong to any
isotopic clusters and n is the number of binomially distrib-
uted gaussioid curves B (Eq 4).

Xm

i

Ci þ
Xn

i

Bi (5)

For high-resolution MS the second step of fitting can be
omitted. The fitting of an isotopic cluster representing a BSA
tryptic peptide is illustrated in Fig. 5c. Similar algorithms for
carbon deconvolution have been reported in the literature
[18], but ours uses a tree data structure that enables it to
deconvolve isotopes of intertwined isotopic clusters (Suppl.
Text 3 and Suppl. Fig. 3). Moreover, the reported (observed)
number of carbons for each isotopic cluster was found not to
be always the same when compared with the expected, but
the deviation was nevertheless consistent (Suppl. Fig. 4).

2.4 Post-MapQuant analysis

To create a validated set of peptide identities, we used the well-
established strategy of sequencing peptides by using com-
mercially available software (SEQUEST [19]) on their MS/MS
fragmentation pattern. If we had chosen to perform multiple
MS/MS scans per MS scan in a single acquisition scheme, we
would have limited the number of MS scans acquired, reduc-
ing the sampling of data points available for quantification. To
circumvent this problem, we collected MS data with five MS/
MS spectra per MS scan (s-experiments) and MS data with
only one MS/MS spectrum per MS scan (q-experiments). This
was not the case for data acquired on the hybrid LTQ-FT
instrument, where MS/MS scans can be diverted to its linear
IT, thus allowing simultaneous collection of MS and MS/MS
scans without reduction in chromatographic sampling of the
former. The work flow chart of how we linked the quantitative
output from a q-experiment to the identification output of an
s-experiment is outlined in Suppl. Fig. 5.
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Figure 6. The linear response graph along with insets of the cor-
responding R2 distributions are shown for the low-resolution
mass spectrometer (a) and the high-resolution mass spectro-
meter (b). Different data points at each concentration correspond
to different peptides, and data points from the same peptide are
connected with a line. Only peptides whose sequences were
mapped to abundances for three or more data points of the cali-
bration curve were used. The above peptides amount to 36 with a
mean R2 of 0.97 for the low-resolution and 21 with mean R2 of
0.92 for the high-resolution mass spectrometer. The R2 values
refer to the linear regressions applied. The data are plotted on a
logarithmic scale solely for visualization purposes.

To associate a sequenced MS/MS event to a MapQuant
isotopic cluster, we exploited the fact that every entry, repre-
senting a peptide charge variant, in the SEQUEST summary
file (Suppl. Fig. 5) reflects a sequencing event (MS/MS scan)
with a unique retention time and m/z coordinates in a 2-D
map. Sequencing events assigned to the same peptide charge
variants are pooled together into a list of unique peptide
charge-variants (UPZV) whose new retention time value is
calculated as the median of the retention time values of its
constituent sequencing events (green point in Fig. 5a). Iso-
topic clusters that were identified using MapQuant also have
centroids, represented by red points with assigned charge
states (Fig. 5a). For each median-point calculated for a group
of sequencings events, a rectangular area (shown in green in
Fig. 5a), called a tolerance window, was searched for possible
MapQuant isotopic clusters that matched the charge of the
UPZV sequence it represents.

This strategy assumes alignment between q- and s-
experiments. To align LC/MS runs we utilized the common
SEQUEST-verified peptide identities between the q- and s-
experiments. The alignment was achieved by performing
either linear or quadratic regression of retention-time values
as shown in Suppl. Fig. 6. Regression coefficients can then
be fed to the assignmq/assignsq program (Suppl. Fig. 5). Runs
on the high-resolution mass spectrometer (qs-experiments)
could be treated both as q-experiments and as s-experiments.
For example, for the high-resolution mass spectrometer an
initial tolerance window of half size equal to 2 min and
20 ppm in retention time and m/z dimensions, respectively,
was used to match UPZV from sequencing MS/MS scans of
the same q-experiment. The UPZV that matched a single
MapQuant isotopic cluster were used to calculate more sta-
tistically significant windows in both dimensions that were
later used in the assignment of UPZV from other aligned s-
experiments.

3 Results

3.1 General remarks

MapQuant is a program that, given raw MS data in profile
mode, outputs the features of as many as possible organic
species in the sample. Programs and scripts outside Map-
Quant are used to compile the processed data into tables
(Suppl. Fig. 5). The four datasets described in Section 2 were
used to develop benchmarks in order to assess MapQuant
performance.

3.2 BSA coverage

The BSA sequence used in the study was identified by sub-
jecting MS/MS data acquired to a SEQUEST search against a
database composed of nine BSA sequences present in the
NCBI nr database (Suppl. Table 1). From the peptides that
scored well [cross-correlation (xcorr) .2.0], it was evident
that the 24-amino acid leading peptide was not present in the
mature form of the BSA used in the experiment, implying a
protein of 583 amino acids in length. The sequence is shown
in Suppl. Fig. 7 and referred to from now on as mBSA-
A214T.

SEQUEST was re-run using a protein database composed
of mBSA-A214T as well as 27 trypsin sequences and 306 ker-
atin sequences. No proteolytic enzyme specificity was set for
database searching, and therefore assignments of peptide
sequences that were fully tryptic in nature could be con-
sidered with increased confidence despite the increased
background posed by the “no enzyme” search. MS/MS spec-
tra were extracted as 11, 12 and 13 charged variants be-
cause the scan modalities employed did not allow for pre-
cursor charge state determination a priori. Moreover, it was
set to take into account amino acid modifications such as
lysine and arginine carbamylation, methionine oxidation,
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Table 1. The distribution of UPZV found by SEQUESTa)

1a. UPZV observed in the 1000 fmol data point of the calibration
performed on a low-resolution mass spectrometer

Charge 11 12 13 Total

Fully tryptic 15 64 12 91
Partially tryptic 0 23 3 26
Non-tryptic 0 0 0 0

Total 15 87 15 117

1b. UPZV observed in the 200 fmol data point of the calibration
performed on a high-resolution mass spectrometer

Charge 11 12 13 Total

Fully tryptic 0 43 13 56
Partially tryptic 0 6 0 6
Non-tryptic 0 0 0 0

Total 0 49 13 62

a) The SEQUEST results were filtered using the charge and
cleavage-specific xcorr cutoff values cited in the text.

Figure 7. The means and standard deviations of the abundance
ratio of BSA peptides in the presence of matrix peptides to BSA
peptides alone. The mean ratios for the seven concentrations of
protein mixture are 1.24, 1.24, 1.33, 1.73, 1.54, 1.44 and 1.38 for 1,
3.3, 10, 33, 100, 333 and 1000 fmoles of each matrix protein,
respectively. A line marking the ratio value of 1 is shown.

and loss of ammonia from N-terminal glutamine. The xcorr
cutoff values set were charge-specific and protease cleavage
site-specific as described in previous studies on the evalua-
tion of the xcorr based on false positive rates [20].

For the calibration experiment conducted on the low-res-
olution mass spectrometer (1–1000 fmol), MapQuant identi-
fied 117 UPZV for the 1000 fmol s-experiment with corre-
sponding SEQUEST assignments surpassing the xcorr score
thresholds. From these, 91 UPZV were fully tryptic at both
termini. By observing sequences of non-tryptic peptides, we
concluded that an enzyme with chymotrypsin activity was
present in the digestion mixture, as 9 of the 26 partially tryptic
peptides had phenylalanine, tyrosine or leucine at the C ter-

minus of their cleavage site [21]. However we hypothesize that
chymotrypsin activity was attributed to an enzyme that was co-
purified with trypsin in a lesser amount (personal commu-
nication with vendor). The 117 UPZV cover 80.3% of the
amino-acid residues of BSA. With respect to the calibration
experiment conducted on the high-resolution mass spec-
trometer (0.2–200 fmol), the number of UPZV with corre-
sponding SEQUEST assignments was only 62 for the first
technical replicate of the 200 fmol data point. These UPZV
cover 71% of the total 583 amino-acid residues of BSA.

The large difference in the number of UPZV found be-
tween the two calibration experiments can be attributed to
the duration of the elution gradient used (4 vs. 1 h), the
number of MS/MS spectra obtained (many fewer on the
LTQ-FT) and the total amount of peptides used (1000 fmol vs.
200 fmol). The charge state distributions of the peptides
from both calibration experiments are shown in Table 1.

3.3 MapQuant performance

To evaluate MapQuant’s performance we estimated the per-
centage of SEQUEST hits that could be assigned to a Map-
Quant isotopic cluster. Table 2 shows the percentage cover-
age of the total SEQUEST-identified peptides in all 21 q-
experiments of the low-resolution calibration dataset. Corre-
sponding results for the 21 q-experiments of the high-reso-
lution calibration dataset are shown in Table 3.

Table 2. The number (and percentage) of observed isotopic
clusters found by MapQuant out of the total UPZV that
can be positively verified by SEQUEST, for the 21 q-
experiments of the low-resolution BSA calibration data-
set. The table refers to the total number of UPZV
observed across all concentrations throughout the
dataset

Charge 11 12 13 Total

Fully tryptic 22/27 236/364 3/17 261/408
Partially tryptic 0/0 53/72 0/2 53/74
Non-tryptic 0/0 0/0 0/0 0/0

Total 22/27 (81%) 289/436 (66%) 3/19 (16%) 314/482 (65%)

Table 3. The number (and percentage) of observed isotopic
clusters found by MapQuant out of the total UPZV that
can be positively verified by SEQUEST, for the for the
21 q-experiments of the high-resolution BSA calibration
dataset. The table refers the total number of UPZV
observed across concentrations throughout the dataset

Charge 11 12 13 Total

Fully tryptic 6/8 278/336 53/55 337/399
Partially tryptic 0/0 25/26 1/1 26/27
Non-tryptic 0/0 0/0 0/0 0/0

Total 6/8 (75%) 303/362 (84%) 54/56 (96%) 363/426 (85%)
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A comparison between the two calibration experiments
demonstrates that MapQuant performs better on data from
high-resolution instruments since the total number of
SEQUESTpeptides mapped to MapQuant isotopic clusters is
significantly higher (85 vs. 65%). It should be noted that in
the low-resolution calibration experiment, the program per-
forms better with 12 and 11 peptides (66 and 81%, respec-
tively) than 13 peptides. This bias is likely due to the low
resolution of the LCQ spectrometer in profile mode. For
example, the average m/z bin size was about 1/15 (0.067)
m/z units wide, meaning that peaks belonging to an isotopic
cluster of a 13 peptide would be only 5 mass bins apart given
an average peak width of 0.14 m/z (2.1 bins). This makes it
extremely difficult for any algorithm to resolve these peaks.

It should be noted that the lack of finding an isotopic
cluster with the correct charge does not imply that Map-
Quant did not find any peaks that were in the vicinity of the
MS/MS event, since it might have misassigned the charge.

3.4 Additional non-SEQUEST peptides and amino

acid modifications

MapQuant is designed to search for and report as many iso-
topic clusters as possible in a 2-D map. We exploited this
comprehensive approach in an attempt to identify peptides
based solely on the m/z, charge, retention-time, and number
of carbons reported by the program. We used the 200 fmol
data point from the high-resolution calibration experiment
as a case study.

Our strategy taken is outlined in detail in Suppl. Fig. 8.
We made use of the program massfilter to identify BSA pep-
tides by matching observed m/z and z values of MapQuant
isotopic clusters to all possible values accounting for all pos-
sible partially tryptic peptides in BSA including tryptic pep-
tides from known contaminant proteins such as trypsins and
keratins. The ppm-tolerance window used was calculated
from known peptides and its standard deviation was found to
be 2.52 ppm. Furthermore, to increase the confidence of
identification by m/z and z alone a false-discovery rate study
was carried out for SEQUEST-verified BSA peptides, the
results of which are shown in Suppl. Fig. 9. We thereby
identified a total of 381 BSA UPZV for the 200 fmol data
point (Suppl. Table 2), a number far greater than obtained
using SEQUEST alone, 117 and 62 in the 4-h low-resolution
and 1-h high-resolution runs respectively (Table 4). There are
two possible reasons for isotopic clusters present on a 2-D
map not being identified successfully by SEQUEST. One
reason could be that an MS/MS spectrum corresponding to a
peptide isotopic cluster is not interpretable by the program.
Another reason could be the complete absence of MS/MS
spectra for a peptide isotopic cluster due to the difficulty of
acquiring MS/MS spectra for a 2-D map too densely popu-
lated by peaks, especially when dealing with short run times.

These 381 UPZV increased the sequence coverage of
BSA to 98%. Table 5 shows peptides that were found using
the above method that share a common N-terminal

Figure 8. Needle in a haystack: finding and quantitating angio-
tensin peptides among the trypsinized proteome of Pro-
chlorococcus marinus MED4 on an FT-ICR. This figure depicts a
snapshot of MapQuant zooming in the 2-D map position (after
noise filtering) of peptide APGDRIYVHPF at z = 3 (region high-
lighted for clarity). Note that MapQuant accurately derives the
charge state and monoisotopic member of entwined isotopic
clusters, as demonstrated by its ability to resolve the angiotensin
isotopic cluster (marked with diamonds) from the isotopic cluster
of another co-eluting species (marked with circles) of similar m/z
but with z = 2.

Table 4. Amino acid protein coverage as calculated using differ-
ent methods and experimental set up. The length of the
chromatography run plays a role to the number of pep-
tides being sequenced as shown by the first two rows of
the table. Moreover, using a ppm window calculated
from known SEQUEST hits as m/z metric for identifying
BSA peptides solely on their m/z, the sequence percent-
age coverage could be increased to 98% all the partial
tryptic peptides are taken into account

Experiment Method of Identification Number of
unique pep-
tide-charge-
variants

Amino-acid
sequence
coverage

1000 fmol – 4 h SEQUEST 117 80%
200 fmol – 1 h SEQUEST 62 71%
200 fmol – 1 h MASS-FILTER/SEQUEST 381 98%

sequence. The above example demonstrates the ability of
MapQuant to identify peptides that were missed by
SEQUEST as shown in column 3 of Table 5. The symbol # in
this Table represents S-carboxymethylation of cysteine resi-
dues and % represents neutral loss of ammonia from N-ter-
minal glutamine, consistent with the formation of pyr-
oglutamate reported in the literature [22]. MapQuant was
able to identify the next longer tryptic peptide K.Q%EPER-
NEC#FLSHKDDSPDLPK.L in its 14 charge state (rows 7); a
charge state that cannot be identified by standard sequencing
programs, but that is the most abundant of all charge states
observed. Moreover we see that the two tryptic peptides
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Table 5. The diversity of peptides that share a common N terminus and are found by MapQuant among replicates of the 200-fmol BSA
calibration data point

Sequence Charge SEQUEST
identificationa)

Retention time Abundance Peptide type

1 K.Q%EPERNEC#FLSHK.D 2 3/3 26.45 6 0.27 85.42 6 26.50 Fully tryptic
2 K.Q%EPERNEC#FLSHK.D 3 3/3 26.45 6 0.27 262.83 6 91.66 Fully tryptic
3 K.Q%EPERNEC#FLSHKD.D 3 0/3 26.53 6 0.26 6.30 6 1.61 Tryptic/aspartate
4 K.Q%EPERNEC#FLSHKDD.S 3 0/3 26.72 6 0.18 22.67 6 4.94 Tryptic/aspartate
5 K.Q%EPERNEC#FLSHKDDSPD.L 3 0/2 27.44 6 0.09 11.78 6 1.83 Tryptic/aspartate
6 K.Q%EPERNEC#FLSHKDDSPDLPK.L 3 3/3 31.06 6 0.16 496.97 6 83.48 Fully tryptic
7 K.Q%EPERNEC#FLSHKDDSPDLPK.L 4 0/3 31.05 6 0.14 865.77 6 218.58 Fully tryptic
8 K.QEPERNEC#FLSHK.D 3 0/3 22.96 6 0.12 13.68 6 4.44 Fully tryptic
9 K.QEPERNEC#FLSHK.D 4 0/3 22.95 6 0.12 2.73 6 0.44 Fully tryptic

10 K.QEPERNEC#FLSHKDDSPDLPK.L 3 0/2 27.46 6 0.08 11.74 6 3.59 Fully tryptic
11 K.QEPERNEC#FLSHKDDSPDLPK.L 4 0/3 27.48 6 0.07 29.22 6 6.48 Fully Tryptic
12 K.QEPERNEC#FLSHKDDSPDLPK.L 5 0/3 27.49 6 0.09 6.74 6 1.01 Fully Tryptic

a) Number of replicates in which SEQUEST identified the corresponding UPZV in comparison with MapQuant and massfilter.

mentioned above are also found in their non-pyroglutamate
forms (rows 8, 9 and 10–12, respectively), albeit in a much
lower abundance. Another interesting feature of the
sequences in Table 5 is the presence of non-tryptic peptides
(rows 3–5); these peptides maintain an N-terminal tryptic
cleavage site but all have an aspartate C-terminal cleavage
site reflecting either caspase activity or aspartate-activated
autoproteolysis [23]. The above observation is corroborated
by the observation of other SEQUEST-identified peptides
having non-tryptic cleavage sites of the form D.X, where X is
any amino-acid residue.

We were also interested in discovering possible peptide
modifications. Among the 381 peptide charge-variants we
focused on the following modifications: S-carboxymethyla-
tion of cysteines (due to preparation in iodoacetic acid), oxi-
dation of methionine and histidine, carbamylation of lysine
and arginine, and the neutral loss of ammonia (Table 5).
With regard to carbamylation, SEQUEST indicated (Table 6,
row 1) that BSA can be carbamylated at lysine-211. Table 6
also provides further information that this carbamylation
site, indicated by *, is corroborated by carbamylated peptides
identified by massfilter that contain sequences that run both
upstream (rows 2, 3) and downstream (row 4) of the

SEQUEST-identified peptide. Finally, SEQUEST results
indicated that lysine-548 was carbamylated. Lysine-548 is
also known to be glycated [24], indicating a sequence hot spot
for attack by acidic molecules in the blood stream.

3.5 Linear response

We assessed the range of linear response for the two kinds of
spectrometers. Although the results pertain to the particular
instruments used in this study, our long-term goal is to be
able to use the BSA tryptic peptide mix as a calibration
standard, either internal or external, for all studies.

We used a linear model to fit the data points for the two
calibration series (1–1000 fmol and 0.2–200 fmol). We used
the equation y = Ax 1 b, where y is the median abundance of
the isotopic clusters found by MapQuant, and x is the corre-
sponding amount in fmoles injected into the mass spec-
trometer. We calculated the correlation coefficient R2 for the
linear response of each peptide that had at least three data
points mapped to MapQuant isotopic clusters (Fig. 6). The
correlation coefficient R2 was chosen as a linearity metric
because it is sensitive to outliers when only a few data points
are available. The number of data points was limited by

Table 6. Peptides found by MapQuant corroborate the carbamylation site of lysine-211 detected
by the UPZV found by SEQUEST (row 1)

Sequence Charge SEQUEST
identification

Retention time Abundance

1 R.EK*VLTSSAR.Q 2 1/1 21.54 2.72
2 R.EK*VLTSSARQR.L 2 0/3 31.88 6 0.50 68.08621.92
3 R.EK*VLTSSARQR.L 3 0/3 31.88 6 0.51 5.426 0.44
4 K.IETMREK*.V 2 0/3 30.45 6 0.34 4.236 0.20
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MapQuant performance, the number of MS/MS spectra
acquired and the differential ionization efficiency of the BSA
peptides. The distributions of R2 are shown in the insets of
Fig. 6. The mean R2 for the peptides detected on the low-
resolution mass spectrometer was 0.97 (n = 36) and the high-
resolution mass spectrometer was 0.92 (n = 21). Any devia-
tions from linearity can be attributed to saturation related
effects.

3.6 Ionization suppression in a medium-complexity

matrix

To address the issue of matrix effects on the tryptic peptides
of a single protein, we used MapQuant to quantify
SEQUEST-identified peptides of BSA in the presence of
varying concentrations of tryptic peptides from six other
proteins, referred to as matrix peptides (see Section 2). We
chose 100 fmoles of BSA because it gave a reasonable num-
ber of sequence identities for comparison between different
matrix conditions. Figure 7 shows the medians and median
absolute deviations from the median of the abundance ratios
of BSA peptides in the presence of matrix peptides to BSA
peptides alone (BSA(in matrix)/BSA(alone)). The median ratios
for the seven concentrations of protein mixture are 1.24,
1.24, 1.33, 1.73, 1.54, 1.44 and 1.38 for 1, 3.3, 10, 33, 100, 333
and 1000 fmoles of each matrix protein respectively. Thus,
we do not observe any strong ionization suppression effects,
although we can hypothesize that deviations of ratios above
the value of 1 can be attributed to limitations in accurate
volume transfer. The abundance of a few BSA and matrix
peptides across different concentrations can be found in
Suppl. Fig. 10.

3.7 MapQuant performance on a proteomic sample

3.7.1 Identification of minor components

To assess the performance of MapQuant at finding and
identifying peptides in a complex mixture, we collected data
of triplicate injections on a linear IT/FTICR mass spectrom-
eter of the trypsinized proteome of the cyanobacterium Pro-
chlorococcus marinus MED4, sampled at 25 different time
points during its daily life cycle. An estimate of 5.7 mg of
peptides from the trypsinized proteome of P. marinus were
mixed with five angiotensin peptides (0.12 ng each) that
were spiked in to each sample at a constant level across all
samples. In this study we present the findings of the analysis
for six time points across the cell cycle as summarized in
Suppl. Table 3. MapQuant was able to find 340/375 (91%)
expected isotopic clusters of angiotensins. The m/z metric
for identification used was the ppm window calculated from
the BSA study on the same instrument. In each LC/MS
experiment MapQuant identified between 15 000 and 20 000
isotopic clusters, yet was easily able to reproducibly identify
and quantify these five peptides despite the fact they
accounted for less than 0.1% of all of the isotopic clusters

Figure 9. The quantification of the five angiotensin peptides
that were spiked in the trypsinized proteome of P. marinus
MED4 at six different time points of its daily cycle (T1 = 6 h,
T2 = 14 h, T3 = 28 h, T4 = 30 h, T5 = 40 h, T6 = 44 h). The
injections were done in triplicate and the mean and SD are
shown in the graph.

detected. MapQuant can deconvolve peptides whose isotopic
envelopes are intertwined, as shown in the area left of the
angiotensin peptide -.APGDRIYVHPF.- in Fig. 8. The mean
and the standard deviation of the abundances of the five
angiotensin peptides are plotted for six time points of the cell
cycle in Fig. 9.

3.7.2 Reproducibility of quantification

To assess the reproducibility of quantification in a proteomic-
scale sample we calculated coefficients of variance (CV) for
1663 SEQUEST-identified P. marinus peptides for the sec-
ond time point shown in Fig. 9 (T = 14 h). The CV values of
these peptides are shown in Suppl. Fig. 11 as a function of
their corresponding abundance. The mean and median of
the distribution of CV were calculated to be 0.37 and 0.16,
respectively. These values were also comparable with the
ones cited in the literature [9].

4 Discussion

We developed the software package MapQuant in order to
quantify the relative abundances of thousands of peptides
(or any organic species) in parallel across multiple experi-
mental conditions by using mass spectrometric techniques.
MapQuant mainly addresses the problem of isotopic clus-
ter “feature detection” in MS/LC data. Through use of
image processing techniques we are able to simplify this
process and make it extremely reliable. The MapQuant
architecture allows for user-defined combinations of opera-
tions that give an analyst total control of the feature detec-
tion steps performed; we have outlined a basic framework
that we believe will be useful for a generic LC/MS experi-
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ment. While we expect that MapQuant will be most useful
with high-resolution/high-mass accuracy mass spectrom-
eters (i.e. LTQ-FT), we have demonstrated that is useful for
more common forms of instrumentation, and we are
currently extending MapQuant’s capabilities in dealing
with “centroid” data acquired on intermediate-resolution
mass spectrometers.

Using MapQuant, we have demonstrated that LC/MS
should be considered as a valid platform for massively paral-
lel quantification of peptides in a proteome-scale sample. We
have demonstrated the linearity of response, within the dy-
namic range of at least two common LC/MS platforms
(quadrupole IT and FTICR). We have shown that the poten-
tial problem of ion suppression in complex sample matrices
is actually relatively negligible, although we have not ruled
out that specific peptides might be severely affected by
matrix conditions. We have also demonstrated the ability to
reproducibly detect and accurately quantify minor constitu-
ents in complex sample mixtures.

We believe that MapQuant represents an excellent
beginning of promoting standardization of quantitative MS
tools, as it combines features of currently available programs
(e.g. smoothing, peak-detection, deconvolution of isotopes [9]
and visualization abilities [10]) into one package and at the
same time it offers new algorithms such as 2-D watershed
segmentation, 2-D peak fitting, peak clustering, and isotope
deconvolution of intertwined isotopic clusters. It also pro-
vides a dedicated scripting language that allows for auto-
mated analysis methods by giving the user control over how
the data are processed.

Importantly, MapQuant is completely open-source and
independent of specific instrument vendor’s proprietary data
format if raw data can be translated, for the time being, into
OpenRaw format. We feel strongly that MapQuant should be
open-source, so that it could leverage expertise in the greater
MS community at large for its continued improvement as
well as for future support of emerging data standards such as
mzXML [25], mzData, and hmsXML (http://arep.med.
harvard.edu/hmsXML/; Nguyen et al. manuscript in prepa-
ration). MapQuant can be compiled and run on both Win-
dows Visual C11 and Linux platforms – a feature that
existing quantification software does not provide. MapQuant
can be downloaded from http://arep.med.harvard.edu/
mapquant.html through an open-source compatible Harvard
University agreement.

We are currently using MapQuant to perform relative
quantification of proteins in the proteome of cyanobacter-
ium P. marinus MED4 over the course of infection by phage
and during its 24-h diel division cycle (Lindell et al., manu-
script in preparation; Leptos et al., manuscript in prepara-
tion). Integration of prior efforts and future developments
in accurate mass, retention time, charge, and carbon-con-
tent feature assignments will enable comprehensive whole-
proteome expression analysis where many isotopic cluster
features can be simultaneously identified and quantified
[26].
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